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#### Abstract

This study employed Lyapunov function method to investigate the stability of nonlinear ordinary differential equations. Using Lyapunov direct method, we constructed Lyapunov function to investigate the stability of sixth order nonlinear ordinary differential equations. We find $V(x)$, a quadratic form, positive definite and $U(x)$ which is also positive definite was chosen such that the derivative of $V(x)$ with respect to time was equal to the negative value of $U(x)$.


## 1 Introduction

In real life, most problems that occur are non-linear in nature and may not have analytic solutions except by approximations or stimulations and so trying to find an explicit solution may in general be complicated and sometimes impossible. Lyapunov functions are useful tools in determining stability, asymptotic stability, uniform stability, global stability or out-right instability of differential system and boundedness of solution of a real scalar fourth-order differential equation [1-4]. Asymptotic stability is intimately linked to the existence of a Lyapunov's function, that is, a proper, non-negative function varnishing only on an invariant set and decreasing along those curved paths of the system not evolving in the

[^0]invariant set. Lyapunov theorem allows stability of linear and nonlinear system to be verified without differential equations solution being required. The presence of Lyapunov function implies asymptotic stability for linear time-invariant systems [9].

The concept of stability in problems arising from theory and application of differential equations is very important and an effective approach is the second approach of Lyapunov [7]. The method of Lyapunov functions was introduced by Aleksandra M. Lyapunov, a Russian Mathematician. The fundamental of his proof was centred on the established fact that the sum of energy in a system is decreasing or constant as it approaches state of equilibrium. Lyapunov functions have been constructed for linear equations on the platform that given any that is definite positive, we have another definite positive function $U$ such that $-U=V^{*}$ and for the nonlinear case, a correlation is taken between the constant coefficient equations of linear and nonlinear equations which leads to the appropriate Lyapunov functions for the nonlinear case [1], [5], [6], [8]. Many authors have obtained useful and valid results using Lyapunov second method (direct method) for stability analysis and construction of appropriate Lyapunov function for some differential equations [3], [5]. This paper is motivated by reviewing [11] where the authors constructed Lyapunov function for fifth order differential equation, this work extended [11] to sixth order differential equation.

## 2 Statement of Problems, Preliminaries and Definitions

Consider the sixth-order differential equation

$$
\begin{equation*}
x^{(6)}+a x^{(5)}+b x^{(4)}+c \dddot{x}+d \ddot{x}+e \dot{x}+f x=0 \tag{1}
\end{equation*}
$$

where $a, b, c, d, e$ and $f$ are constants with $a>0, b>0, c>0, d>0, e>0$ and $f>0$. The equation (1) is equivalent to the following six system of equations:

$$
\begin{gather*}
\dot{x}=y \\
\dot{y}=z \\
\dot{z}=w \\
\dot{z}=r \\
\dot{r}=s \\
\dot{s}=-a s-b r-c w-d z-e y-f x \tag{2}
\end{gather*}
$$

The system (2) has negative real parts if and only if $a>0, b>0, c>0, d>0, e>0$ and $f>0$. There is therefore need to have a positive definite continuous quadratic function $V$ and another positive quadratic form $V$ such that

$$
\begin{equation*}
\dot{V}=-U \tag{3}
\end{equation*}
$$

along the solution paths of (1) or (2). Before now, the result in equation (3) has been extended and is established to hold for positive semi definite quadratic $U(x)$ as well. It is our interest therefore to construct a Lyapunov function that would ultimately satisfy equation (3).

## Lyapunov's Direct (Second) Method

Given a set of nonlinear first order differential equations

$$
\begin{equation*}
\dot{x}_{i}=f_{i}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \text { for } i=1,2, \ldots, n \tag{4}
\end{equation*}
$$

where $x_{i}=x_{i}(t)$ for some $t$ and $\dot{x}_{i}$ stands for the time derivative of $x_{i}$ for $i=$ $1,2, \ldots, n$. Whereas $f_{i}$ are analytic functions such that $f_{i}(0, \ldots, 0)=0$ for $i=$ $1,2, \ldots, n$ so that the origin $x=0$ is an equilibrium point.

## Lyapunov Test Function

For a function, $V(x)$, where $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, if the following conditions are satisfied:
(i) $V(x)$ and $\frac{\partial V}{\partial x_{i}}$ are continuous, for all $x \in \mathbb{R}^{n}$ and $i=1,2, \ldots, n$, not necessarily at the origin.
(ii) $V(0)=0$.

Then we say that $V(x)$ is a possible Lyapunov test function for system (4).

## Definition

i. A continuous function $V(x, t)=V\left(x_{1}, x_{2}, \ldots, x_{n}, t\right)$ is positive definite if $\lim _{|x| \longrightarrow 0} V(x, t)=0$ and there exist $\varphi(\|x\|)$ such that

$$
V(x, t)>\varphi(\|x\|)
$$

ii. A continuous function $V(x, t)=V\left(x_{1}, x_{2}, \ldots, x_{n}, t\right)$ is positive semi-definite if $\lim _{|x| \longrightarrow 0} V(x, t)=0$ and there exist $\varphi(\|x\|)$ such that

$$
V(x, t) \leq \varphi(\|x\|)
$$

iii. A continuous function $V(x, t)=V\left(x_{1}, x_{2}, \ldots, x_{n}, t\right)$ is negative definite if $\lim _{|x| \longrightarrow 0} V(x, t)=0$ and there exist $\varphi(\|x\|)$ such that

$$
V(x, t)<-\varphi(\|x\|)
$$

iv. A continuous function $V(x, t)=V\left(x_{1}, x_{2}, \ldots, x_{n}, t\right)$ is negative semi-definite if $\lim _{|x| \longrightarrow 0} V(x, t)=0$ and there exist $\varphi(\|x\|)$ such that

$$
V(x, t) \leq-\varphi(\|x\|)
$$

v. A continuous function $V(x, t)=V\left(x_{1}, x_{2}, \ldots, x_{n}, t\right)$ is indefinite if it assumes both positive and negative values in an arbitrary neighbourhood of the origin in a domain $D$.
vi. A continuous function $v: \mathbb{R}^{n} \longrightarrow \mathbb{R}$ is said to be radially unbounded if is positive definite and $v(x) \longrightarrow \infty$ as $\|x\| \longrightarrow \infty$.
vii. A continuous function $V(x, t)=V\left(x_{1}, x_{2}, \ldots, x_{n}, t\right)$ is said to be decresent if
a positive definite function $v$ such that

$$
|V(t, x)| \geq v(x), \forall t \geq 0 \text { and } \forall x \in B(r), r>0
$$

In another Lyapunov theorem, we reaffirm the definitions in this context. Given a differential equation

$$
\begin{equation*}
\dot{x}=f(t, x), f(t, 0)=0, \tag{5}
\end{equation*}
$$

where $f$ is continuous in $(t, x)$.

## Theorem (Sufficient Conditions for Stability)

The equilibrium point $x=0$ of equation (5) is stable if $\exists a C^{1}$ function $V$ which is positive definite and such that its derivative along the solution of (9) is negative semi-definite, or identically zero (i.e. $\dot{V}(t, x) \leq 0$ or $\dot{V}(t, x) \equiv 0$ ).

## Theorem (Sufficient Conditions for Asymptotically Stability)

The trivial solution $x=0$ of the equation (5) is asymptotically stable, if $\exists$ a $C^{1}$ function $V$ which is positive definite and whose derivative along the solution of (5) is negative definite.

## Theorem (Lassale's Invariant Principle)

Assume that $V(x)$ is a Lyapunov function of (5) on a subset $G \subset \mathbb{R}^{n}, n \geq 1$. Define $S=x \in \bar{G}: V(x)=0$, where $\bar{G}$ is the closure of $G$. Let $M$ be maximal subset $S$. Then for $t \leq 0$, every bounded trajectory of (5) that remains in $G$ approaches the set $M$ as $t \longrightarrow+\infty$.

## 3 Methodology and Discussion

The system under investigation is

$$
x^{(6)}+a x^{(5)}+b x^{(4)}+c \dddot{x}+d \ddot{x}+e \dot{x}+f x=0
$$

The above sixth order differential equation can be expressed in a compact form as:

$$
\dot{X}=A X=\left(\begin{array}{cccccc}
0 & 1 & 0 & 0 & 0 & 0  \tag{6}\\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 \\
-f & -e & -d & -c & -b & -a
\end{array}\right)\left(\begin{array}{c}
x \\
y \\
z \\
w \\
r \\
s
\end{array}\right)
$$

where $a>0, b>0, c>0, d>0, e>0, f>0$ for the system to have a negative real path. The required quadratic form in this case is given as

$$
\begin{align*}
& 2 \dot{V}=k_{1} x^{2}+k_{2} y^{2}+k_{3} z^{2}+k_{4} w^{2}+k_{5} r^{2}+k_{6} s^{2}+2 k_{7} x y+2 k_{8} x z+2 k_{9} x w \\
& +2 k_{10} x r+2 k_{11} x s+2 k_{12} y z+2 k_{13} y w+2 k_{14} y r+2 k_{15} y s \\
& +2 k_{16} z w+2 k_{17} z r+2 k_{18} z s+2 k_{19} w r+2 k_{20} w s+2 k_{21} r s \tag{7}
\end{align*}
$$

Differentiating (7) with respect to the system (2), we obtain:

$$
\begin{align*}
2 \dot{V}= & 2 k_{1} x \dot{x}+2 k_{2} y \dot{y}+2 k_{3} z \dot{z}+2 k_{4} w \dot{w}+2 k_{5} r \dot{r}+2 k_{6} s \dot{s}+2 k_{7}(x \dot{y}+y \dot{x}) \\
& +2 k_{8}(x \dot{z}+z \dot{x})+2 k_{9}(x \dot{w}+w \dot{x})+2 k_{10}(x \dot{r}+r \dot{x})+2 k_{11}(x \dot{s}+s \dot{x}) \\
& +2 k_{12}(y \dot{z}+z \dot{y})+2 k_{13}(y \dot{w}+w \dot{y})+2 k_{14}(y \dot{r}+r \dot{y})+2 k_{15}(y \dot{s}+s \dot{y}) \\
& +2 k_{16}(z \dot{w}+w \dot{z})+2 k_{17}(z \dot{r}+r \dot{z})+2 k_{18}(z \dot{s}+s \dot{z}) \\
& +2 k_{19}(w \dot{r}+r \dot{w})+2 k_{20}(w \dot{s}+s \dot{w})+2 k_{21}(r \dot{s}+s \dot{r}) \tag{8}
\end{align*}
$$

Dividing equation (8) by 2 , we get:

$$
\begin{align*}
& \dot{V}=k_{1} x \dot{x}+k_{2} y \dot{y}+k_{3} z \dot{z}+k_{4} w \dot{w}+k_{5} r \dot{r}+k_{6} s \dot{s}+k_{7}(x \dot{y}+y \dot{x}) \\
& +k_{8}(x \dot{z}+z \dot{x})+k_{9}(x \dot{w}+w \dot{x})+k_{10}(x \dot{r}+r \dot{x})+k_{11}(x \dot{s}+s \dot{x}) \\
& +k_{12}(y \dot{z}+z \dot{y})+k_{13}(y \dot{w}+w \dot{y})+k_{14}(y \dot{r}+r \dot{y})+k_{15}(y \dot{s}+s \dot{y}) \\
& \quad+k_{16}(z \dot{w}+w \dot{z})+k_{17}(z \dot{r}+r \dot{z})+k_{18}(z \dot{s}+s \dot{z}) \\
& \quad+k_{19}(w \dot{r}+r \dot{w})+k_{20}(w \dot{s}+s \dot{w})+k_{21}(r \dot{s}+s \dot{r}) \tag{9}
\end{align*}
$$

Substituting $\dot{x}, \dot{y}, \dot{z}, \dot{w}, \dot{r}$, and $\dot{s}$ from equation (6) into equation (9), we obtain:

$$
\begin{gather*}
\dot{V}=k_{1} x y+k_{2} y z+k_{3} w z+k_{4} r w+k_{5} r s+k_{6} s(-a s-b r-c w-d z-e y-f x) \\
\quad+k_{7}\left(y^{2}+x z\right)+k_{8}(x w+y z)+k_{9}(r x+y w)+k_{10}(s x+r y) \\
+k_{11}(x(-a s-b r-c w-d z-e y-f x)+s y)+k_{12}\left(w y+z^{2}\right) \\
+k_{13}(r y+w z)+k_{14}(s y+r z)+k_{15}(y(-a s-b r-c w-d z-e y-f x)+s z) \\
+k_{16}\left(r z+w^{2}\right)+k_{17}(s z+r w)+k_{18}(z(-a s-b r-c w-d z-e y-f x)+s w) \\
+k_{19}\left(s w+r^{2}\right)+k_{20}(w(-a s-b r-c w-d z-e y-f x)+r s) \\
\quad+k_{21}\left(r(-a s-b r-c w-d z-e y-f x)+s^{2}\right) . \tag{10}
\end{gather*}
$$

Simplifying equation (10), we get:

$$
\begin{gather*}
\dot{V}=k_{1} x y+k_{2} y z+k_{3} w z+k_{4} r w+k_{5} r s-a k_{6} s^{2}-b k_{6} r s-c k_{6} s w-d k_{6} s z \\
-e k_{6} s y-f k_{6} s x+k_{7} y^{2}+k_{7} x z+k_{8} x w+k_{8} y z+k_{9} r x+k_{9} y w+k_{10} s x \\
+k_{10} r y-a k_{11} x s-b k_{11} r x-c k_{11} w x-d k_{11} x z-e k_{11} x y-f k_{11} x^{2}+k_{11} s y \\
\quad+k_{12} w y+k_{12} z^{2}+k_{13} r y+w z k_{13}+k_{14} s y+k_{14} r z-a k_{15} s y-b k_{15} r y \\
-c k_{15} w y-d k_{15} y z-e k_{15} y^{2}-f k_{15} x y+K_{15} s z+k_{16} r z+k_{16} w^{2}+k_{17} s z+k_{17} r w \\
-a k_{18} s z-b k_{18} r z-c k_{18} w z-d k_{18} z^{2}-e k_{18} y z-f k_{18} x z+k_{18} s w+k_{19} s w+k_{19} r^{2} \\
-a k_{20} s w-b k_{20} r w-c k_{20} w^{2}-d k_{20} w z-e k_{20} w y-f k_{20} x w+k_{20} r s-a k_{21} r s \\
\quad-b k_{21} r^{2}-c k_{21} r w-d k_{21} r z-e k_{21} r y-f k_{21} r x+k_{21} s^{2} . \tag{11}
\end{gather*}
$$

Collecting the like terms and respective coefficients of equation (11), we get:

| Terms | Coefficients |
| :---: | :---: |
| $x^{2}$ | $-f k_{11}$ |
| $y^{2}$ | $k_{7}-e k_{15}$ |
| $z^{2}$ | $k_{12}-d k_{18}$ |
| $w^{2}$ | $k_{16}-c k_{20}$ |
| $r^{2}$ | $k_{19}-b k_{21}$ |
| $s^{2}$ | $k_{21}-a k_{6}$ |
| $x y$ | $k_{1}-e k_{11}-f k_{15}$ |
| $y z$ | $k_{2}+k_{8}-e k_{18}-d k_{15}$ |
| $w z$ | $k_{3}+k_{13}-c k_{18}-d k_{20}$ |
| $r w$ | $k_{4}+k_{17}-b k_{20}-c k_{21}$ |
| $r z$ | $k_{14}+k_{16}-b k_{18}-d k_{21}$ |
| $r y$ | $k_{10}+k_{13}-b k_{15}-e k_{21}$ |
| $r x$ | $k_{9}-b k_{11}-f k_{21}$ |
| $x z$ | $k_{7}-d k_{11}-f k_{18}$ |
| $x w$ | $k_{8}-c k_{11}-f k_{20}$ |
| $w y$ | $k_{9}+k_{12}-c k_{15}-e k_{20}$ |
| $s x$ | $k_{10}-f k_{6}-a k_{11}$ |
| $s y$ | $k_{11}+k_{14}-e k_{6}-a k_{15}$ |
| $s z$ | $k_{15}+k_{17}-a k_{18}-d k_{6}$ |
| $s w$ | $k_{18}+k_{19}-c k_{6}-a k_{20}$ |
| $r s$ | $k_{5}+k_{20}-b k_{6}-a k_{21}$ |

Next is to determine $\dot{V}$ such that one of the following axioms holds:

$$
\begin{gather*}
\text { (i) } \dot{V} \leq-\beta x^{2} \\
\\
(i i) \quad \dot{V} \leq-\beta y^{2} \\
(\text { iii }) \quad \dot{V} \leq-\beta z^{2} \\
(i v) \quad \dot{V} \leq-\beta w^{2} \\
\\
(v) \quad \dot{V} \leq-\beta r^{2}  \tag{12}\\
\\
(v i) \quad \dot{V} \leq-\beta s^{2} \\
\text { (vii) } \dot{V} \leq-\beta\left(x^{2}+y^{2}+z^{2}+z^{2}+w^{2}+r^{2}+s^{2}\right)
\end{gather*}
$$

For the realization of any of these cases; from Table 1.1, we impose the following conditions:

$$
\begin{gather*}
k_{11}=0  \tag{13}\\
k_{7}-e k_{15}>0  \tag{14}\\
k_{12}-d k_{18}=0  \tag{15}\\
k_{16}-c k_{20}=0  \tag{16}\\
k_{19}-b k_{21}=0  \tag{17}\\
k_{21}-a k_{6}=0 \tag{18}
\end{gather*}
$$

since $k_{11}=0$, from the table we get:

$$
\begin{gather*}
k_{1}=f k_{15}  \tag{19}\\
k_{9}=f k_{21}  \tag{20}\\
k_{7}=f k_{18}  \tag{21}\\
k_{8}=f k_{20}  \tag{22}\\
k_{10}=f k_{6}  \tag{23}\\
k_{12}=c k_{15}+e k_{20}-k_{9}  \tag{24}\\
k_{14}=e k_{6}+a k_{15} \tag{25}
\end{gather*}
$$

$$
\begin{align*}
& k_{15}=d k_{6}+a k_{18}-k_{17}  \tag{26}\\
& k_{18}=c k_{6}+a k_{20}-k_{19}  \tag{27}\\
& k_{5}=b k_{6}+a k_{21}-k_{20}  \tag{28}\\
& k_{10}=b k_{15}+e k_{21}-k_{13}  \tag{29}\\
& k_{14}=b k_{18}+d k_{21}-k_{16}  \tag{30}\\
& k_{4}=b k_{20}+c k_{21}-k_{17}  \tag{31}\\
& k_{3}=c k_{18}+d k_{20}-k_{13}  \tag{32}\\
& k_{2}=e k_{18}+d k_{15}-k_{8} \tag{33}
\end{align*}
$$

Recall that one of the interest is on equation (14)

$$
k_{7}-e k_{15}>0
$$

In equation (21), $k_{7}=f k_{18}$, thus

$$
\begin{equation*}
\Longrightarrow f k_{18}-e k_{15}>0 \tag{34}
\end{equation*}
$$

In equation (27),

$$
\begin{align*}
k_{18}= & c k_{6}+a k_{20}-k_{19} \quad \text { but } k_{19}=a b k_{6} \\
& \Longrightarrow k_{18}=c k_{6}+a k_{20}-a b k_{6} \tag{35}
\end{align*}
$$

From equation (24),

$$
\begin{gather*}
k_{9}=c k_{15}+e k_{20}-k_{12} \quad \text { but } k_{9}=a f k_{6} \text { and } k_{12}=d k_{18} \\
\Longrightarrow a f k_{6}=c k_{15}+e k_{20}-d k_{18} \tag{36}
\end{gather*}
$$

Substituting (35) into (36), we have

$$
\begin{align*}
& k_{15}=\frac{a f}{c} k_{6}+d k_{6}-\frac{a b d}{c} k_{6}+\frac{a d}{c} k_{20}-\frac{e}{c} k_{20} \\
& \Longrightarrow k_{15}=\frac{(a f+c d-a b d)}{c} k_{6}+\frac{(a d-e)}{c} k_{20} \tag{37}
\end{align*}
$$

In equation (30),

$$
\begin{gathered}
k_{14}=b k_{18}+d k_{21}-k_{16}, \quad \text { but } k_{16}=c k_{20} \quad \text { and } k_{21}=a k_{6} \\
\Longrightarrow k_{14}=b k_{18}+a d k_{6}-c k_{20}
\end{gathered}
$$

But $k_{14}=e k_{6}+a k_{15}$ from (25),

$$
\Longrightarrow e k_{6}+a k_{15}=b k_{18}+a d k_{6}-c k_{20}
$$

Substituting (35) and (37) into the above equation, we get:

$$
\Longrightarrow k_{20}=\frac{c e+a^{2} f+a c d-a^{2} b d-b c^{2}+a b^{2} c-a c d}{a b c+a^{2} d-c^{2}-a e} k_{6}
$$

Let

$$
\Psi=\frac{c e+a^{2} f+a c d-a^{2} b d-b c^{2}+a b^{2} c-a c d}{a b c+a^{2} d-c^{2}-a e}
$$

Then,

$$
\Longrightarrow k_{20}=\Psi k_{6} .
$$

Therefore, we have the following:

$$
\begin{gathered}
k_{1}=\left(f d-\frac{a b d f}{c}-\frac{e f \Psi}{c}-\frac{a d f \Psi}{c}+\frac{a f^{2}}{c}\right) k_{6} \\
k_{2}=\left(d^{2}-\frac{a b d^{2}}{c}-\frac{d e \Psi}{c}-\frac{a d^{2} \Psi}{c}+\frac{a d f}{c}+e c-a b e+a e \Psi-f \Psi\right) k_{6} \\
k_{3}=\left(c^{2}-a b c+a c \Psi-d \Psi-a e-f-b d+\frac{a b^{2} d}{c}+\frac{b e \Psi}{c}+\frac{a b d \Psi}{c}-\frac{a b f}{c}\right) k_{6}
\end{gathered}
$$

$$
\begin{gather*}
k_{4}=(b \Psi-a c-c f+a b f-a f \Psi) k_{6} \\
k_{5}=\left(b+a^{2}-\Psi\right) k_{6} \\
k_{7}=(c f-a b f+a f \Psi) k_{6} \\
k_{8}=f \Psi k_{6} \\
k_{9}=a f k_{6} \\
k_{10}=f k_{6} \\
k_{11}=0 \\
k_{13}=\left(a e-f-b d+\frac{a b^{2} d}{c}+\frac{b e \Psi}{c}+\frac{a b d \Psi}{c}-\frac{a b f}{c}\right) k_{6} \\
k_{12}=(c d-a b d+a d \Psi) k_{6} \\
k_{14}=\left(e+a d-\frac{a^{2} b d}{c}-\frac{a e \Psi}{c}-\frac{a^{2} d \Psi}{c}+\frac{a^{2} f}{c}\right) k_{6} \\
k_{15}=\frac{1}{c}(c d-a b d-e \Psi-a d \Psi+a f) k_{6} \\
k_{16}=c \Psi k_{6} \\
k_{17}=\left(d+a c-a^{2} b+a^{2} \Psi-\frac{1}{c}(c d-a b d-e \Psi-a d \Psi+a f)\right) k_{6} \\
k_{18}=(c-a b+a \Psi) k_{6} \\
k_{19}=a b k_{6} \\
k_{20}=\Psi k_{6} \\
k_{21}=a k_{6} \tag{38}
\end{gather*}
$$

From (34),

$$
\begin{gathered}
f k_{18}-e k_{15}>0 \\
\Longrightarrow f(c-a b+a \Psi) k_{6}-\frac{e}{c}(c d-a b d-e \Psi-a d \Psi+a f) k_{6} \\
\Longrightarrow\left(c^{2}-a b c f+a c f \Psi-c e d+a b d e+e^{2} \Psi+a d e \Psi-a e f\right) k_{6}>0 .
\end{gathered}
$$

Ploughing (48) back into equation (7) gives

$$
\begin{gather*}
2 V=\left(f d-\frac{a b d f}{c}-\frac{e f \Psi}{c}-\frac{a d f \Psi}{c}+\frac{a f^{2}}{c}\right) x^{2} k_{6} \\
+\left(d^{2}-\frac{a b d^{2}}{c}-\frac{d e \Psi}{c}-\frac{a d^{2} \Psi}{c}+\frac{a d f}{c}+e c-a b e+a e \Psi-f \Psi\right) y^{2} k_{6} \\
+\left(c^{2}-a b c+a c \Psi-d \Psi-a e-f-b d+\frac{a b^{2} d}{c}+\frac{b e \Psi}{c}+\frac{a b d \Psi}{c}-\frac{a b f}{c}\right) z^{6} k_{6} \\
+(b \Psi-a c-c f+a b f-a f \Psi) w^{2} k_{6}+\left(b+a^{2}-\Psi\right) r^{2} k_{6}+s^{2} k_{6}+2(c f-a b f+a f \Psi) x y k_{6} \\
+ \\
\quad 2 f \Psi x z k_{6}+2 a f x w k_{6}+2 f x r k_{6}+2(c d-a b d+a d \Psi) y z k_{6} \\
\\
+2\left(a e-f-b d+\frac{a b^{2} d}{c}+\frac{b e \Psi}{c}+\frac{a b d \Psi}{c}-\frac{a b f}{c}\right) y w k_{6} \\
\quad+2\left(e+a d-\frac{a^{2} b d}{c}-\frac{a e \Psi}{c}-\frac{a^{2} d \Psi}{c}+\frac{a^{2} f}{c}\right) r y k_{6} \\
 \tag{39}\\
+\frac{2}{c}(c d-a b d-e \Psi-a d \Psi+a f) s y k_{6}+2 c \Psi w z k_{6} \\
+2\left(d+a c-a^{2} b+a^{2} \Psi-\frac{1}{c}(c d-a b d-e \Psi-a d \Psi+a f)\right) r z k_{6} \\
\quad+2(c a b+a \Psi) s z k_{6}+2 a b r w k_{6}+2 \Psi s w k_{6}+2 a r s k_{6} .
\end{gather*}
$$

By setting $k_{6}=1$ in (39) and dividing through by 2 , we obtain:

$$
\begin{gathered}
V=\frac{1}{2}\left(f d-\frac{a b d f}{c}-\frac{e f \Psi}{c}-\frac{a d f \Psi}{c}+\frac{a f^{2}}{c}\right) x^{2} \\
+\frac{1}{2}\left(d^{2}-\frac{a b d^{2}}{c}-\frac{d e \Psi}{c}-\frac{a d^{2} \Psi}{c}+\frac{a d f}{c}+e c-a b e+a e \Psi-f \Psi\right) y^{2} \\
+\frac{1}{2}\left(c^{2}-a b c+a c \Psi-d \Psi-a e-f-b d+\frac{a b^{2} d}{c}+\frac{b e \Psi}{c}+\frac{a b d \Psi}{c}-\frac{a b f}{c}\right) z^{6} \\
+\frac{1}{2}(b \Psi-a c-c f+a b f-a f \Psi) w^{2}+\frac{1}{2}\left(b+a^{2}-\Psi\right) r^{2} \\
+\frac{1}{2} s^{2}+(c f-a b f+a f \Psi) x y \\
+f \Psi x z+a f x w+f x r+(c d-a b d+a d \Psi) y z \\
+\left(a e-f-b d+\frac{a b^{2} d}{c}+\frac{b e \Psi}{c}+\frac{a b d \Psi}{c}-\frac{a b f}{c}\right) y w
\end{gathered}
$$

$$
\begin{gathered}
+\left(e+a d-\frac{a^{2} b d}{c}-\frac{a e \Psi}{c}-\frac{a^{2} d \Psi}{c}+\frac{a^{2} f}{c}\right) r y \\
+\frac{1}{c}(c d-a b d-e \Psi-a d \Psi+a f) s y+c \Psi w z \\
+\left(d+a c-a^{2} b+a^{2} \Psi-\frac{1}{2 c}(c d-a b d-e \Psi-a d \Psi+a f)\right) r z \\
+(c a b+a \Psi) s z+a b r w+\Psi s w+a r s
\end{gathered}
$$

If $a d<e, a b<c$ and if we choose $a=b=c=d=e=f>1$, then these values of the constants guarantee the positive definiteness of $V$. The corresponding time derivative:

$$
\begin{equation*}
\dot{V}=-\left(c^{2}-a b c f+a c f \Psi-c e d+a b d e+e^{2} \Psi+a d e \Psi-a e f\right) y^{2} \tag{40}
\end{equation*}
$$

since equation (41) satisfies $V$ defined by equation (40) satisfied equation (1) if $U$ is replaced by $\dot{V}=-\left(c^{2}-a b c f+a c f \Psi-c e d+a b d e+e^{2} \Psi+a d e \Psi-\right.$ aef) $y^{2}$, then $V$ defined by (40) is a Lyapunov function for the sixth order system (2). The existence of Lyapunov function guarantee the stability of nonlinear ordinary differential equations and by Lasalleâs theorem on stability of a system in (Theorem ), the system is locally and globally asymptotically stable.

## 4 Conclusion

We have seen that the Lyapunov function candidate constructed in this work is a good techniques in the stability analysis of dynamical systems. Without solving the systems of differential equations involved, we were able to obtain the qualitative behaviour of the systems near their equilibrium points. A valid quadratic form and positive definite $V(x)$ and also positive definite $U(x)$ was chosen such that the derivative of $V(x)$ with respect to time along the solution paths of the six scales system is equal to the negative $U(x)$, that is, $\dot{V}=-U$. The existence of Lyapunov function for the sixth order nonlinear system guarantee local and global asymptotic stability of the system as corroborated by Lassale's Invariant theorem.
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